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ABSTRACT

Multicomponent seismic data acquisition can reveal more in-
formation about geologic structures and rock properties than
single component acquisition. Full elastic wave seismic imag-
ing, which uses multicomponent seismic to its full potential, is
promising because it provides more opportunities to understand
the material properties of the earth by the joint use of P- and S-
waves. A prerequisite of seismic imaging is the availability of a
reliable macrovelocity model. Migration velocity analysis for P-
waves, which can fill that requirement for the P-wave velocity,
has been well-studied, especially under the acoustic approxima-
tion. However, a reliable estimation of the S-wave velocities

remains troublesome. Elastic wave-equation migration velocity
analysis has the potential to build P- and S-wave velocity mod-
els together, but it inevitably suffers from the effects of mode
coupling and conversion in the forward and adjoint wavefield
reconstructions. We have developed a differential semblance
optimization approach to sequentially invert the background P-
and S-wave velocity models from extended PP- and PS-images
in the subsurface offset domain. Preconditioning of the gradients
with respect to the S-wave velocity through mode decoupling
can improve the reliability of the optimization. Numerical inves-
tigations with synthetic examples demonstrate the effectiveness
of gradient preconditioning and the feasibility of our migration
velocity analysis approach for elastic wave imaging.

INTRODUCTION

In the scales of seismic exploration, the earth can be approxi-
mated accurately as an elastic solid, in which seismic waves propa-
gate as a superposition of P- and S-waves. Multicomponent
receivers allow recording of both wave modes and provide impor-
tant complementary information when compared to conventional P-
wave exploration. These data can, for example, be used to produce
improved subsurface images (e.g., in gas-bearing zones) and pro-
vide more information about the distribution of lithologies, pore-
fluid saturation, fracture, and stress field in the subsurface (Thom-
sen, 1999; Stewart et al., 2003; Hardage et al., 2011; Gaiser, 2016).
In contrast to conventional imaging schemes, which still use meth-
ods derived from the acoustic wave equation and single component
data, full elastic wave imaging uses multicomponent data and meth-
ods derived from the elastic wave equation. These methods have

become more popular thanks to progress in multicomponent data
acquisition, processing, and interpretation (e.g., Sun et al., 2006;
Criss, 2007; Yan and Sava, 2008; Olofsson et al., 2012; Chaveste
et al., 2013; Ravasi and Curtis, 2013; Reiser et al., 2015;Wang et al.,
2016; Amundsen et al., 2017). As the industry turns toward higher-
risk conventional and unconventional sources of hydrocarbons,
multicomponent seismic imaging has gained further importance
(Atkinson and Davis, 2011).
The potential of elastic wave imaging can only be achieved with

high-quality P- and S-wave macrovelocity models. P-wave velocity
model building is relatively mature and robust, whereas S-wave
velocity estimation is more challenging and less well-studied.
For the widely acquired converted-wave (PS) data, S-wave velocity
is often estimated in the time domain by tuning the VP∕VS ratio,
e.g., Gaiser (1996), or through velocity analysis based on the
asymptotic moveout equation of the reflected and converted events
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(Dai and Li, 2008). However, not all boundaries in the medium nec-
essarily produce the PP and PS reflected energy. Interval velocity
models in depth derived from root-mean-square (rms) velocities ob-
tained through time-domain velocity analysis may not be adequate
in a geologic setting with strong lateral velocity variations. The
velocity model for prestack depth migration is typically estimated
with ray-based tomography methods (Stork, 1992; Adler et al.,
2008). However, most tomographic inversion approaches for PS
data impose the restriction that the VP and VS models have the same
topology; i.e., they have the same layer or block boundaries (Broto
et al., 2003; Ursin et al., 2005; Du et al., 2012a). As we know, dis-
continuities in the P-wave velocity may not be colocated with those
of the S-wave velocity under certain lithologic or fluid-bearing con-
ditions. Most importantly, reflection traveltime tomography re-
quires extensive event picking and has limited capacity in sharp
velocity variations (e.g., salt, thrust, and foothills).
Wave-equation-based velocity inversion can tackle complex

wave phenomena and thus provide more realistic sensitivity for
the velocity perturbations. It can be implemented in the data and
image domains, with or without event picking. The data-domain
approach could be formulated by finding a model that produces data
that resemble the observed data either in kinematics (Luo and
Schuster, 1991) or in the full waveform (Tarantola, 1986). Full-
waveform inversion (FWI) relies on the kinematic and dynamic
consistency between the predicted and observed data. Due to the
nonlinearity associated with matching full waveforms, the success
of FWI mainly relies on the use of only the transmission informa-
tion of the data and through the use of multiscale inversion strat-
egies that update the velocity models from long wavelengths to
short wavelengths gradually (Sirgue and Pratt, 2004; Shin and
Ho Cha, 2009; Alkhalifah, 2016). To use the reflection component
of the data, and improve the accuracy of the background velocity
model (especially for the deeper part), many authors use wave-equa-
tion modeling or demigration operators (Xu et al., 2012; Ma and
Hale, 2013; Chi et al., 2015; Luo et al., 2016). Along with this ap-
proach, Wang et al. (2018) propose approaches to invert the VP and
VS models with elastic wave mode decomposition-based precondi-
tioning in the data domain.
The image-domain approach seeks kinematic consistency of the

wavefield at an image location and aims to improve the image fo-
cusing (Sava and Biondi, 2004; Shen and Symes, 2008; Zhang et al.,
2015; Chauris and Cocher, 2017). Therefore, it allows convergence
from a poor initial model and the deficiency of low frequencies in
the data. This means that the image-domain approach is more robust
than data-domain methods. However, image-domain methods are in
general unable to provide models with the same resolution methods.
Chavent and Jacewitz (1995) propose the stack-power maximiza-
tion (SPM) criteria to estimate the background velocity. Shen et al.
(2003) apply the differential semblance optimization (DSO) (Symes
and Carazzone, 1991) to depth imaging results to obtain a migration
velocity model. Several wave-equation migration velocity analysis
(WEMVA) methods using extended PP-images (Rickett and Sava,
2002; Sava and Fomel, 2006) have been proposed for isotropic or
anisotropic (pseudo-)acoustic media (e.g., Mulder, 2008; Shen and
Symes, 2008; Yang and Sava, 2011; Li et al., 2014, 2016; Weibull
and Arntsen, 2014). Compared with the well-discussed P-wave
velocity estimation, the study of the S-wave velocity is limited.
Given the P-wave velocity model, Yang et al. (2015) propose an
image registration guided wavefield tomography for extracting

S-wave velocity error information from the PS-images using the
PP-images as references. Yan and Sava (2010) point out that the
DSO objective function using the extended PS-images has good
convexness for estimation of background S-wave velocities, but
they do not show any example with inverted models. Shabelansky
et al. (2015) apply the DSO approach to invert the P- and S-wave
velocity models simultaneously for passive seismic data.
In this study, we focus on S-wave velocity model building with

extended PS-images for active-source seismic data. We first derive
the gradient of the DSO-based objective function using the adjoint-
state (AS) method (Plessix, 2006). Then, we demonstrate that the
source-side gradient term is negligible because we assume that the
P-wave velocity model is known and the background S-wave veloc-
ity has no effect on the source-side kinematics. To avoid S-to-P
mode conversion when injecting the adjoint sources related to the
image residual along the subsurface offsets, we introduce the Levi-
Civita tensor in the AS equation to generate a pure S-wave virtual
(secondary) source for the receiver-side wavefields (Wang et al.,
2015). Then, we propose to precondition the gradients by sup-
pressing the artifacts through elastic wave mode decoupling. Fi-
nally, we use synthetic seismic data examples to demonstrate the
effectiveness of the proposed approach.

ELASTIC WEMVA

Elastic reverse time migration with an extended
imaging condition

For image-domain velocity analysis, we rely on the “semblance
principle,” which states that the model is accurate when the images
constructed from different experiments are consistent with one an-
other. Therefore, we can use common-image gathers (CIGs) or the
extended images for WEMVA. To provide CIGs for elastic wave
velocity analysis, we use elastic reverse time migration (ERTM)
with an extended imaging condition (Rickett and Sava, 2002):

Imnðx; hÞ ¼
X
s

Z
ûsmðx − h; t; sÞûrnðxþ h; t; sÞdt; (1)

where x is the imaging location, h is the spatial lag, m; n ∈ fP; Sg
represent the body-wave modes, t is the traveltime, s is the source
index, and ûsm and ûrn are the single-mode source and receiver wave-
fields, respectively. To clarify the notation in this paper, the s with
bold type signify the source index, the P and S as subscripts denote
the P- and S-wave modes, and the superscripts with s and r indicate
the wavefield from the source and receiver side, respectively.
CIGs contain redundant offset information for velocity estima-

tion (Biondi and Symes, 2004): Generally, a downward (or upward)
curvature indicates a too-low (or too-high) velocity. However, mi-
gration smiles (an upward curvature) also appear due to limited ac-
quisition even the migration velocity is exact. Tapers are classically
applied to CIGs can partly reduce this artifact.
The elastic wavefield satisfies the second-order wave equation:

ρðxÞ ∂
2ui
∂t2

ðx; tÞ − ∂
∂xj

�
CijklðxÞ

∂ul
∂xk

ðx; tÞ
�
¼ fðxs; tÞ; (2)

in which x is the spatial coordinate, t indicates the traveltime, ui is
the ith component of the displacement field, ρ denotes the mass
density, Cijkl is the stiffness tensor, f represents the external source
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at the position of xs, and i; j; k; l ∈ fx; y; zg are the indexes satisfy-
ing the summation convention.
For isotropic media, single-mode wavefields are separated via the

divergence and curl operators (Aki and Richards, 2002), i.e.,

ûpðx; tÞ ¼ V2
PðxÞ∇ · uðx; tÞ (3)

and

ûsðx; tÞ ¼ V2
SðxÞ∇ × uðx; tÞ; (4)

where ∇ = ð∂∕∂x; ∂∕∂y; ∂∕∂zÞ and VP and VS are the P- and S-wave
velocities, respectively. In a 2D case, we have

ûpðx; tÞ ¼ V2
P

�
∂ux
∂x

þ ∂uz
∂z

�
(5)

and

ûsðx; tÞ ¼ V2
S

�
∂ux
∂z

−
∂uz
∂x

�
: (6)

DSO-based misfit function

The CIGs obtained by equation 1 preserve the spatial lag between
the source and receiver-side wavefield as the subsurface offset. At
the scattering location, i.e., when the spatial lag |h| is zero, the wave-
fields collapse to a delta function. Away from the zero spatial lag, no
energy should exist. This means that when the velocities are accu-
rate, the CIGs should be focused around the subsurface zero offset.
Therefore, we can update the migration velocity model with a

DSO-based approach by penalizing the energy at nonzero offsets.
For retrieving the P-wave velocity, we could combine the DSO and
SPM criteria to make the inversion more robust (Soubaras and Gra-
tacos, 2007). Because the polarity reversal exists in the PS-images,
we only use DSO misfit function to update the S-wave velocity
model. The following DSO misfit function represents a direct
way to quantify the focusing of CIGs:

J ¼ 1

2

Z
dx

Z
dh

�
h
∂Imnðx; hÞ

∂z

�
2

: (7)

Compared with the DSO misfit function in Shen
et al. (2003), an additional vertical derivative is
applied to remove the low-wavenumber artifacts
in the ERTM result (Guitton et al., 2007; Weibull
and Arntsen, 2013).
To check the sensitivity of the misfit to the

parameter perturbation, we evaluate the normal-
ized misfit function for the PP and PS CIGs in a
simple 1D model (see Figure 1). First, we apply
the elastic wave equation to synthesize common-
shot gathers with a maximum offset of 0.8 km
using a pressure source. Then, we perturb VP

and VS in the first layer and apply ERTM to gen-
erate the PP and PS CIGs, respectively. The PS
CIGs are obtained using correct P-wave velocity.
Finally, we calculate the normalized misfit func-
tions with these CIGs. As shown in Figure 1, the

well-behaved convex misfit functions imply that the DSO penalty
functions can be used for the P- and S-wave migration velocity
analysis. It is noticeable that the misfit function using PS CIGs
is asymmetric and has a slight deviation from the correct value
due to the amplitude and waveform effects. The spatial wavelength
of the reflector in the CIGs is dependent on the velocities. It causes
the difference between positive and negative perturbations of the
velocity fields. Positive perturbation implies an increase of the
wavelength; thus, the sensitivity curve of the misfit is potentially
more linear than a negative perturbation.

Gradient calculation

An efficient unconstrained optimization algorithm, the limited
memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) quasi-New-
ton algorithm (Byrd et al., 1995; Nocedal, 1999), is used to mini-
mize the misfit function. Using the AS method (Chavent, 1974;
Plessix, 2006), we can derive the gradients of the misfit function
with respect to VP and VS (see Appendix A). The gradient with re-
spect to P-wave velocity is given by Weibull and Arntsen (2014) as

∇VP
J ðxÞ ¼

X
s

Z
dt

∂Cijkl

∂VP

ðxÞ ∂u
s
l

∂xk
ðx; t; sÞ ∂ψ

s
i

∂xj
ðx; t; sÞ

þ
X
s

Z
dt

∂Cijkl

∂VP

ðxÞ ∂u
r
l

∂xk
ðx; t; sÞ ∂ψ

r
i

∂xj
ðx; t; sÞ

þ
X
s

Z
dt2VPðxÞûrpðx; t; sÞ

×
Z

dhh2
∂2Ipp
∂z2

ðx − hÞûspðx − 2h; t; sÞ

þ
X
s

Z
dt2VPðxÞûspðx; t; sÞ

×
Z

dhh2
∂2Ipp
∂z2

ðx − hÞûrpðx − 2h; t; sÞ; (8)

in which s indicates the source index, u is the regular or state wave-
fields, and ψ represents the adjoint wavefields simulated with
residual (secondary) sources, which are constructed with PP CIGs
(for more details, see equation 9 in Weibull and Arntsen, 2014).
Note that the last two terms in equation 8 are introduced because

Figure 1. Misfit function analysis: (a) model structure and (b) normalized misfit func-
tions with respect to perturbations of VP (the blue line) and VS (the red line).
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the divergence operation is scaled by the squared P-wave velocity
(see equation 3). We derive the gradient with respect to S-wave
velocity using the extended PS-images as follows:

∇VS
J ðxÞ ¼

X
s

Z
dt

∂Cijkl

∂VS

ðxÞ ∂u
s
l

∂xk
ðx; t; sÞ ∂ψ

s
i

∂xj
ðx; t; sÞ

þ
X
s

Z
dt

∂Cijkl

∂VS

ðxÞ ∂u
r
l

∂xk
ðx; t; sÞ ∂ψ

r
i

∂xj
ðx; t; sÞ

þ
X
s

Z
dt2VSðxÞûrsðx; t; sÞ

×
Z

dhh2
∂2Ips
∂z2

ðx − hÞûspðx − 2h; t; sÞ; (9)

where ψ represents the AS wavefields controlled by the following
equations:

ψ s
i ðx; t; sÞ ¼

Z
dx 0 ∂Gij

∂xj
ðx; 0; x 0; tÞ � F s

psðx 0; t; sÞ (10)

and

ψ r
i ðx; t;sÞ¼

Z
dx 0εijk

∂Gij

∂xk
ðx; t;x 0;0Þ �F r

psðx 0; t;sÞ; (11)

where Gij denotes the Green’s function at point x due to a source at
x 0, i denotes the wavefield component, and j indicates a delta force
source in the jth direction. Notation “�” represents a time convo-
lution. We introduce the Levi-Civita tensor εijk to construct a pure
S-wave source to prevent generating any P-wave component when
injecting the adjoint sources (F r

ps) due to the extended-domain im-
age residual. The last term in equation 9 is introduced because the
curl operation is scaled by the squared S-wave velocity (see equa-

tion 6). The adjoint sources F s
ps and F r

ps are formulated by taking
derivatives of the misfit function with respect to the state variables
(usi and uri ). They depend on the extended PS-images as follows:

F s
psðx 0; t;sÞ¼

Z
dhh2V2

PðxÞ
∂2Ips
∂z2

ðxþhÞûrsðxþ2hÞ (12)

and

F r
psðx 0; t;sÞ¼

Z
dhh2V2

SðxÞ
∂2Ips
∂z2

ðx−hÞûspðx−2hÞ: (13)

To validate the gradients calculated by the AS method, the finite-
difference (FD) approximation is used to calculate the gradients for
a small-scale model (Figure 2a and 2b), and the results are com-
pared with those obtained by the AS method. As shown in Figure 2c
and 2d, with a pressure source on the surface, we generate a syn-
thetic shot recording without taking account of the free surface. For
the FD approximation, the gradients with respect to P- and S-wave
velocities are calculated by evaluating the misfit function values
with a very small velocity perturbation at every model grid. Taking
a model with 100 × 100, for example, it means that we need to es-
timate the misfit function for 10,000 times in this simple model to
calculate the gradient. We observe that the gradients calculated with
the two methods are comparable, although those obtained by the AS
method look relatively smooth (Figures 3 and 4). It is worth men-
tioning that FD can be used for small problems only, due to the huge
requirement of memory storage and computational time when the
problem is large.

Gradient preconditioning

Different from DSO-based WEMVA using the acoustic approxi-
mation, e.g., Li et al. (2016), elastic wave migration velocity analy-
sis requires VP and VS to be provided. However, if only the
kinematics of P-wave propagation is considered, the S-wave veloc-
ities are of minor importance (Alkhalifah and Tsvankin, 1995). Wei-
bull and Arntsen (2014) use DSO-based WEMVA to build models
for the P-wave velocities and two Thomsen parameters. Here, we
focus on building the S-wave velocity model with a similar ap-
proach but pay more attention to mitigating the artifacts due to
crosstalk between the wave modes in the calculated gradients.
To ensure a fast convergence, we will introduce the following pre-
conditioning steps for the inversion.
First, we ignore the contribution of the source-side term in the

gradient with respect to the S-wave velocity. This is because we
assume that the P-wave velocity model is known before estimating
the S-wave velocity and the source-side wavefields are controlled
by only the P-wave velocity. In other words, the kinematics of the
extended PS-images is only affected by the background S-wave
velocity assuming we give a correct background P-wave velocity
model. Yang et al. (2015) use a similar strategy in their image regis-
tration guided wavefield tomography for S-wave velocity model
building owing to the same reason. As shown in Figure 4, observ-
able changes only appear in the vicinity of the source location when
we ignore the source term for the gradients with respect to the
S-wave velocity. In addition, Weibull and Arntsen (2013) precon-
dition the gradients in this area (e.g., by muting) to tackle the sin-
gularity at the source location.

Figure 2. Model and synthetic common-shot records used to verify
the gradient calculation: (a) VP and (b) VS models and (c) x- and
(d) z-component of the displacements.
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As we know, the background S-wave veloc-
ities do not affect the kinematics of the P-wave.
Therefore, on the receiver-side wavepaths, only
the converted S-wave wavefields have the posi-
tive contribution for estimating the background
S-wave velocities. So we apply elastic wave
mode decomposition to the receiver-side forward
and adjoint wavefields to get a preconditioned
gradient:

∇VS
J ðxÞ¼

X
s

Z
dt
∂Cijkl

∂VS

ðxÞ∂u
r
sl

∂xk
ðx; t;sÞ∂ψ

r
si

∂xj
ðx; t;sÞ

þ
X
s

Z
dt2VS

ðxÞûrsðx; t;sÞ

×
Z

dhh2
∂2Ips
∂z2

ðx−hÞûspðx−2h; t;sÞ; (14)

in which usl and ψ si indicate the S-wave data
separated from the forward and adjoint wave-
fields using

usðxÞ ¼ −
Z

eikxk̄ × k̄ × ~uðkÞdk; (15)

where k̄ is the normalized wavenumber vector
and ~u is the displacement wavefield in the wave-
number domain.
The implementation of WEMVA is more com-

plicated than that of RTM (as shown in Figure 5),
which contains three crosscorrelations of four
different wavefields for a single shot record
(two regular wavefields and two adjoint wave-
fields). It means that one must perform four times
of wavefield simulation to calculate the corre-
sponding wavefields in equation 9. The involved
regular wavefields us and ur are calculated by the
forward and backward wavefield simulation,
which are exactly the same as in RTM. Whereas,
to determine the adjoint wavefields, ψ s and ψ r,
one must first know the adjoint sources, which
are virtual sources representing the interaction
of the regular wavefields with the extended-do-
main image residual. Meanwhile, we omit the
source-side term in the gradient with respect to
the S-wave velocity (the dashed box in Figure 5)
and apply wave mode decoupling to the corre-
sponding wavefields as preconditioning method
in equation 14. A straightforward solution for
time-domain methods would store the whole
regular wavefields to disk at each time step dur-
ing the state-equation simulation and then read it
back during the AS equation simulation to calcu-
late the interaction of these four fields. In the 2D
case, this approach is feasible, but in the 3D case,
some techniques (such as the checkpointing)
should be applied to handle the issue of disk-
memory explosion (Griewank and Walther,
2000; Clapp, 2008).

Figure 3. The gradients with respect to VP calculated by the (a) FD and (b) AS methods.
A detailed comparison is displayed at (c) x ¼ 0.176 km and (d) z ¼ 0.12 km, with the
solid blue and dashed red lines corresponding to the FD and AS methods, respectively.

Figure 4. The gradients with respect to VS calculated by (a) the FD and the AS methods
(b) with and (c) without the source term in equation 9. Along with the solid blue and
dashed red lines, the solid green lines denote the calculated gradients without the source
term.
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A simple model is used to demonstrate the proposed precondi-
tioning methods. As shown in Figure 6, the model size is
2.0 × 0.6 km, and an interface is located at the depth of 0.4 km.
The true P- and S-wave velocities of the first layer are 3.0 and
2.1 km∕s, respectively. In total, 101 shots are evenly triggered
on the surface with an interval of 20 m. Given the correct P-wave
velocity model, Figure 7 displays the space-lag CIGs of PS-reflec-
tions at x ¼ 1.0 km when we set the S-wave migration velocities
with 2.1, 1.8, and 2.4 km∕s, respectively. We observe that the
PS-images are symmetrically focused around the zero offset at

the true depth when the S-wave migration velocity is correct. A
downward and upward curvature indicates a too-low and a too-high
velocity, respectively. The unfocused energy relatively far away
from the zero offset is regarded as the image residual due to the
errors of the migration velocity.
As shown in Figure 8, for the 51st shot, we observe a remarkable

difference between the gradients with respect to the S-wave velocity
before and after preconditioning based on mode decomposition. In
the fast and slow velocity cases, the preconditioning has mitigated
the oscillations caused by the crosstalk from the P-wavefields along
the converted S-wave paths. Figure 9 displays the corresponding
gradients of the total 101 shots. Because the original gradients with
slow velocity have too many artifacts, their stacking still has strong
oscillations and produces a wrong updating direction for the inver-
sion. In both cases, the stacked gradients after mode decomposition-
based preconditioning not only provide the correct sign for the
model update but also are almost free of artifacts.
Note that DSO-based WEMVA has its own shortcomings. It

suffers from defocusing with subsurface offset-domain CIGs in
complex regions with poor illumination. Like many previously pub-
lished wave-equation-based methods, which attempt to automati-
cally invert traveltime or kinematic information in seismic data
or migrated gathers, the proposed approach will be affected by am-
plitude information. Nowadays, there are some works that exploit
the strengths and avoid the weakness, e.g., Lameloise et al. (2015),
Zhang et al. (2015), and Luo et al. (2016), which is beyond the
scope of this study. The DSO approach using an L-BFGS algorithm
iteratively updates the velocity model through annihilating the non-
zero subsurface-offset energy in the CIGs. In each iteration, four
times of wavefield simulation are required to calculate the gradient
for a single shot record. In general, the misfit function will be effi-
ciently reduced after tens of iterations.

NUMERICAL EXAMPLES

We demonstrate the proposed approach with 2D synthetic data
sets. A 10th-order explicit staggered grid FD algorithm is used
to extrapolate the source and receiver wavefields. A perfectly
matched layer absorbing boundary is used around the calculation
area to avoid reflections from the boundaries of the models. We
use explosive sources to generate wavefields of pure P-wave
sources, of which the source function is a Ricker wavelet with a
peak frequency of 25 Hz. Although the analysis with an S-wave
source is an easy extension, we do not consider the S-wave source
problem in this paper. The data sets are preprocessed by muting the
direct and refracted waves on the receiver side.
Optimization is carried out with an L-BFGS method (Byrd et al.,

1995). In the examples, we first build the VP model using the ex-
tended PP-images because the S-wave velocity does not affect the

kinematics of the P-wave. Once the P-wave mi-
gration velocity model is known, we inverted the
S-wave migration velocity using the extended
PS-images.

Gauss anomaly model

The first example is based on a simple model
(Figure 10). Two smooth Gauss-shape negative
perturbations (with maximum magnitude
0.3 km∕s) are added into constant P- and S-wave

Figure 5. The flowchart of the converted wave WEMVA algorithm.
The box marked with dashed lines is neglected when the proposed
gradient preconditioning has been used.

Figure 6. A simple model: (a) VP and (b) VS.
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Figure 9. Stacked gradients of total 101 shots
(top) before and (bottom) after the preconditioning
step. Left: a slow velocity (VS ¼ 1.8 km∕s) and
right: a fast velocity (VS ¼ 2.4 km∕s).

Figure 8. The receiver-side gradients of the 51th
shot (top) before and (bottom) after the precondi-
tioning step (equation 14). Left: a slow velocity
(VS ¼ 1.8 km∕s) and right: a fast velocity
(VS ¼ 2.4 km∕s).

Figure 7. The subsurface-offset domain CIGs gen-
erated with (a) the true (VS ¼ 2.1 km∕s), (b) slow
(1.8 km∕s), and (c) fast (2.4 km∕s) velocities for
the S-wave.

Figure 10. A Gauss anomaly model: (a) VP,
(b) VS, and (c) ρ.
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velocities around x ¼ 0.5 and x ¼ 1.5 km, respectively. A horizon-
tal interface is introduced by density perturbation to generate reflec-
tions. In total, 51 shots are simulated at the surface with a shot
spacing of 40 m. This experiment with two spatially isolated P-
and S-wave velocity abnormals is designed to demonstrate that
the proposed method is free of the crosstalk between two velocities’

estimation. Figure 11 shows the updated P- and S-wave velocity
models. It demonstrates the accuracy and robustness of the pro-
posed method, which breaks the restriction that VP and VS models
have the same topology. The ERTM images and CIGs demonstrate
that the DSO approach provides good velocity models for prestack
depth migration (see Figures 12 and 13). Note that a polarity rever-

Figure 12. The PP-images with (a) initial, (b) up-
dated, and (c) true models and PS-images with
(d) initial, (e) updated, and (f) true models.

Figure 11. The updated model using the proposed
DSO approach: (a) VP and (b) VS.

Figure 13. Subsurface offset-domain CIGs: PP
CIGs at x ¼ 0.5 km with (a) initial, (b) updated,
and (c) true models; PS CIGs at x ¼ 1.5 km with
(d) initial, (e) updated, and (f) true models.
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sal correction is not applied in the CIGs for velocity estimation,
whereas it is demanded in conventional converted wave imaging
with zero spatial lag as shown in Figure 12 (Du et al., 2012b).

Sigbee2A model

We apply the method to a complex data set simulated on part of
the Sigbee2A model (Figure 14). In total, 48 shots are triggered on
the surface with the maximum offset of 1.5 km. Figure 15 shows the
starting and updated models, respectively. We observe that the in-
verted models reasonably represent low-wavenumber components
of the true models even though we start from linearly increasing
velocities for VP and VS after 38 iterations. The comparison of
the ERTM images (Figure 16) with the initial, updated, and true
models demonstrates the improvement of migration velocity models
for P- and S-waves. It is noticeable that the scatters in the converted
image with the updated velocity model are not focused completely.
This issue has two contributors: The first is that the slight inaccur-
acy in the predetermined P-wave velocity affects the estimation of
the S-wave velocity. Meanwhile, the converted wave imaging needs
the polarity reversal correction, which is parameter dependent. It
will magnify the inaccuracy in the PS-image. The CIGs at three
locations (Figure 17) further show the validity of the velocity up-
dating.

DISCUSSION

ERTM-based WEMVA using the DSO misfit function provides
an automatic way of improving the quality of depth-domain P- and
S-velocity models. To mitigate the nonlinearity and parameter

trade-offs, we estimate P- and S-wave velocity stepwise. This
two-step strategy has been widely used in the estimation of elastic
wave velocities and shows its robustness (Yang et al., 2015; Wang
et al., 2018). Updating the S-wave velocity model requires a well-
predetermined P-wave velocity model; otherwise, the kinematic er-
rors on the source side of the PS-reflection prevent a robust con-
vergence. Theoretically, one could update the P- and S-wave
velocities simultaneously (Shabelansky et al., 2015). However, bet-
ter strategies are required to mitigate the trade-off between the two
velocity models and to guarantee the convergence.
The algorithm of elastic wave mode decoupling used in this paper

only works in isotropic media. An extension to consider anisotropy
leads to prohibitively expensive computation. The effectiveness of
gradient preconditioning through mode decoupling in dealing with
anisotropy is worthy of future investigation. In the 3D case, the de-
coupled S-wave by the curl operator (equation 4) is a vector wave-
field. Therefore, it is hard to process via the conventional imaging
condition. To solve this issue, some authors proposed new imaging
conditions for 3D ERTM (Wang et al., 2016; Du et al., 2017). If
these new imaging conditions are used, we will change the third
and fourth terms in equation 8, and the last term in equation 9.
In the meantime, the adjoint wavefields will be computed with
the corresponding adjoint sources for the new imaging condition
(see Appendix B). The surface wave and multiples are also inevi-
table in field data. The surface wave is regarded as a noise that must
be suppressed before application of ERTM because the DSO only
concerns the reflected waves. Meanwhile, the objective function in
equation 7 is strictly valid under the single-scattering assumption.
One solution to this problem is to include surface wave and multiple
attenuation as a part of the processing of the data used for velocity
analysis and use the absorbing boundary condition at all sides for
wavefield reconstruction.

Figure 14. True models: (a) VP and (b) VS.

Figure 15. (Top) Starting and (bottom) updated velocity models.
Left: VP and right: VS.

Figure 16. ERTM images with (top) initial, (middle) updated, and
(bottom) true models. Left: PP-images and right: PS-image.
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CONCLUSION

Reliable macrovelocity estimation of P- and S-waves is important
for multicomponent seismic exploration. Based on the DSO misfit
function measuring the residual in the extended PS-images, we have
derived the gradient with respect to the S-wave velocity using the
AS method. We found that the source-side term in the gradient can
be neglected to reduce the computational cost once the P-wave
velocity model is given. To avoid the artifacts due to the crosstalk
from the P-wavefields, we have introduced the Levi-Civita tensor in
the AS equation when we inject the PS-image residual as adjoint
sources and applied P/S mode decoupling before the crosscorrela-
tion of the receiver-side forward and adjoint wavefields. The
numerical investigation has shown that this preconditioning signifi-
cantly suppresses the oscillations and provides a reliable gradient
for S-wave velocity updating. The two synthetic examples have
demonstrated that the proposed approach has good potential for
building P- and S-wave migration velocity models for elastic
full-wave imaging. Future works include mitigating the amplitude
effect on the DSO-based gradients and 3D applications.
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APPENDIX A

AS METHOD FOR DSO-BASED
ELASTIC WEMVA

In this appendix, we derive the gradient of
elastic DSO with respect to S-wave velocity us-
ing the AS method (Chavent, 1974; Plessix,
2006) in the 2D case. The objective function
is given by

J ¼ 1

2

Z
dx

Z
dh

�
h
∂Ipsðx; hÞ

∂z

�
2

; (A-1)

where the Ipsðx; hÞ ¼ ∫ ûspðx − hÞûrsðxþ hÞdt,
ûsp and ûrs are defined in equations 5 and 6, re-
spectively. For simplicity, we rewrite equation 2
as

ρ∂2t u − ∇ · ðc∶∇uÞ ¼ f; (A-2)

where ∂2t is the second time derivative. Equation A-2 is the state
equation in the elastic DSO inversion. Our objective is to minimize
the misfit function, equation A-1, with respect to VS and subject to
the constraints that the background wavefield satisfies the state
equation A-2. Therefore, we define the Lagrangian L:

L ¼ 1

2

Z
dx

Z
dh

�
h
∂Ipsðx; hÞ

∂z

�
2

þ
Z

T

0

dt
Z
Ω
dx½ρ∂2t us − ∇ · ðc∶∇usÞ − f�ψs

þ
Z

T

0

dt
Z
Ω
dx½ρ∂2t ur − ∇ · ðc∶∇urÞ�ψr; (A-3)

in which Ω is the integration area, us and ur are the state variables,
and ψs and ψr are the Lagrange multipliers (or AS variables) that
remain to be determined. Using the Gauss theorem, we take the
variation of equation A-3, this gives

Figure 17. Subsurface offset-domain CIGs at x ¼ 0.8, 1.1, and 1.4 km with (left) initial,
(middle) updated, and (right) true models. Top: PP-images and bottom: PS-images.
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δL¼
Z

T

0

dt
Z
Ω
dx

Z
dhh2V2

PðxÞ
∂2Ips
∂z2

ðxþhÞûrsðxþ2hÞδus

þ
Z

T

0

dt
Z
Ω
dxε

Z
dhh2V2

SðxÞ
∂2Ips
∂z2

ðx−hÞûspðx−2hÞδur

þ
Z

T

0

dt2VSûrs

Z
dhh2

∂2Ips
∂z2

ðx−hÞûspðx−2h; tÞδvs

−
Z

T

0

dt
Z
Ω
dx
�

∂c
∂VS

δVS∇ψs∇usþδus½ρ∂2t −∇ · c∶∇�ψsþψsδf
�

þ
Z

T

0

dt
I
∂Ω
dx
�
ψs · c∶

∂δus

∂n
− c∶

∂ψs

∂n
· δus

�

−
Z

T

0

dt
Z
Ω
dx
�

∂c
∂VS

δVS∇ψr∇urþδur½ρ∂2t −∇ · c∶∇�ψr

�

þ
Z

T

0

dt
I
∂Ω
dx
�
ψr · c∶

∂δur

∂n
− c∶

∂ψr

∂n
· δur

�

−
Z
Ω
dxρ½ψs∂tδus−δus∂tψsþψr∂tδur−δur∂tψr�T0 ; (A-4)

where we omit the space and time variables in the integrand for
notation simplicity unless the space variable need to be emphasized,
ε is the Levi-Civita tensor, and n is an outward-pointing unit vector
normal to the surface ∂Ω. The regular wavefield is subject to the
initial and boundary condition:

usðx; 0Þ ¼ 0; ∂tusðx; 0Þ ¼ 0; usðx; tÞjx→∞ → 0; (A-5)

urðx; 0Þ ¼ 0; ∂turðx; 0Þ ¼ 0; urðx; tÞjx→∞ → 0; (A-6)

whereas the adjoint wavefields satisfy the final (at the time of T) and
boundary condition:

ψsðx; TÞ ¼ 0; ∂tψsðx; TÞ ¼ 0;ψsðx; tÞjx→∞ → 0; (A-7)

ψrðx; TÞ ¼ 0; ∂tψrðx; TÞ ¼ 0;ψrðx; tÞjx→∞ → 0; (A-8)

on ∂Ω. Therefore, the surface integrals can be neglected in equa-
tion A-4. Then, we have

δL¼
Z

T

0

dt
Z
Ω
dx

Z
dhh2V2

PðxÞ
∂2Ips
∂z2

ðxþhÞûrsðxþ2hÞδus

þ
Z

T

0

dt
Z
Ω
dxε

Z
dhh2V2

SðxÞ
∂2Ips
∂z2

ðx−hÞûspðx−2hÞδur

þ
Z

T

0

dt2VSûrs

Z
dhh2

∂2Ips
∂z2

ðx−hÞûspðx−2h; tÞδVS

−
Z

T

0

dt
Z
Ω
dx
�

∂c
∂VS

δVS∇ψs∇usþδus½ρ∂2t −∇ · c∶∇�ψsþψsδf
�

−
Z

T

0

dt
Z
Ω
dx
�

∂c
∂VS

δVS∇ψr∇urþδur½ρ∂2t −∇ · c∶∇�ψr

�
: (A-9)

In the absence of perturbations in the model parameters δVS and δf ,
the variation in the Lagrangian given in equation A-9 is stationary
with respect to perturbations δus and δur provided the Lagrange
multipliers, ψs and ψr, satisfy the two AS equations:

½ρ∂2t −∇ · c∶∇�ψs ¼
Z

dhh2V2
PðxÞ

∂2Ips
∂z2

ðxþhÞûrsðxþ2hÞ

½ρ∂2t −∇ · c∶∇�ψr ¼ ε
Z

dhh2V2
SðxÞ

∂2Ips
∂z2

ðx−hÞûspðx−2hÞ: (A-10)

The first and second equations indicate that the adjoint wavefields
ψs and ψr are determined by the AS equations with the residual
source at all imaging spaces. Especially, the Levi-Civita tensor
in the second equation implies that the residual source is triggered
as a pure shear source without injecting any P-wave energy. Under
these conditions, equation A-9 gives the gradient of the objective
function with respect to the VS:

∇VS
J ¼

Z
T

0

dt2VSûrs

Z
dhh2

∂2Ips
∂z2

ðx−hÞûspðx−2h; tÞ

þ
Z

T

0

dt
Z
Ω
dx

∂c
∂VS

ð∇ψs∇usþ∇ψr∇urÞ; (A-11)

or in a more detailed manner:

∇VS
J ¼

Z
T

0

dt2VSûrs

Z
dhh2

∂2Ips
∂z2

ðx − hÞûspðx − 2h; tÞ

þ
Z

T

0

dt
∂cijkl
∂VS

�
∂usi
∂xj

∂ψs
k

∂xl
þ ∂uri

∂xj
∂ψr

k

∂xl

�
: (A-12)

APPENDIX B

DSO-BASED ELASTIC WEMVA WITH VECTOR
IMAGING CONDITION

In this appendix, we demonstrate the gradient of elastic DSO with
respect to the S-wave velocity using the vector imaging condition
(Wang et al., 2016; Du et al., 2017), which can be easily applied in
the 3D case. We substitute the imaging result in equation A-1 using
the vector imaging condition in Wang et al.’s (2016) paper without
the angle-dependent scale factor (for details, see equation 14 in
Wang et al., 2016) and yield

Ipsðx; hÞ ¼
X
s

Z
ûspðx − h; t; sÞ · ûrsðxþ h; t; sÞdt; (B-1)

in which the “·” indicates the inner product and ûsp and ûrs denote the
single-mode vector wavefields that are separated by

ûsp ¼ V2
P∇∇ · us and ûrs ¼ V2

S∇ × ∇ × ur; (B-2)

where the VP and VS are the P- and S-wave velocities, respectively.
Using the same procedure as in Appendix A, the gradient of the
objective function with respect to VS can be written as a similar
expression with equation A-11, namely,

∇VS
J ¼

Z
T

0

dt2VSûrs ·
Z

dhh2
∂2Ips
∂z2

ðx − hÞûspðx − 2h; tÞ

þ
Z

T

0

dt
Z
Ω
dx

∂c
∂VS

ð∇ψs∇us þ ∇ψr∇urÞ; (B-3)
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where the Lagrange multipliers, ψs and ψr, satisfy the two AS
equations with newly derived residual sources:

½ρ∂2t −∇ · c∶∇�ψs ¼∇∇ ·
Z

dhh2V2
PðxÞ

∂2Ips
∂z2

ðxþhÞûrsðxþ2hÞ;

½ρ∂2t −∇ · c∶∇�ψr ¼∇×∇×
Z

dhh2V2
SðxÞ

∂2Ips
∂z2

ðx−hÞûspðx−2hÞ: (B-4)
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